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Topics for today ...

Pitch shifting: transposition of the pitch 
musical audio in a “transparent way”.

Project ideas on parade.

Time-domain pitch shifting algorithms.
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define: Pitch shifting

Pitch-shifted audio should sound like 
musician is playing a transposed score.

Note and rest durations should be unchanged.

Timbre should sound as it does when playing 
transposed parts on the instrument.

+5 semitones ...

Unpitched sounds should be unaffected.

 Play.

 Play.
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Music pitch mathematics ...
Pitch in Hz: The frequency of a sine wave whose 
pitch is heard to be the same as the played note.

A3 = 220 Hz A4 = 440 Hz

Octaves: Pitches differ by an exact factor of two.

Equal temperament: Equal frequency multiple α 
between all adjacent piano keys.
440 Hz = α 12 × 220 Hz α = 12√2 = 1.05946309 ....

Equal temperament is an engineering compromise ...



Timbre and Pitch Same pitch, different timbre

Why are the 
timbres different?

Contributing factor: 
Height of bars differ, and 
evolve differently over 
time. “Spectral Shape”

Why is the pitch 
the same?

Why are both 
sounds pitched?

Frequency placement of 
bars share a common 
structure & placement... Example by KENNETH STEELE, Appalachian State .

“Partials”

 Play.

 Play.
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FIG. 1. Block diagram of the pitch-perception chip. Sound enters the silicon cochlea at the lower left of the figure. Circuits that model inner
hair cells and spiral-ganglion neurons tap the silicon cochlea at 62 equally spaced locations; square boxes marked with a pulse represent these
circuits. Spiral-ganglion-neuron circuits connect to discrete delay lines that span the width of the chip. A small rectangular box, marked with
a dot, represents a delay-line section; there are 170 sections in each delay line. A correlation-neuron circuit, represented by a small circle, is
associated with each delay-line section. A correlation neuron receives connection from its delay-line section and from the spiral-ganglion-neuron
circuit that drives its delay line. Vertical wires, which span the array, sum the response of all correlation neurons that correspond to a specific
time delay. These 170 vertical wires form a temporally smoothed map of perceived pitch. The nonlinear inhibition circuit near the bottom of
the figure increases the selectivity of this map; the time-multiplexing scanner sends this map off the chip.

inner-hair-cell circuit connects to a spiral-ganglion-neuron
circuit. This integrate-to-threshold neuron circuit converts
the analog output ofthe inner-hair-cell model into fixed-width
fixed-height pulses. This structure preserves timing informa-
tion by greatly increasing the probability of pulse events near
the zero crossings ofthe derivative ofthe neuron's input (14).
The portion of the chip explained thus far models the

known structures ofthe auditory periphery. The remainder of
the chip implements proposed neural structures in the brain.
In the chip, each spiral-ganglion-neuron circuit connects to a
discrete delay line; for each input pulse, a fixed-width fixed-
height pulse travels through the delay line, section by section,
at a controllable velocity (11). After the circuit has been
excited with a single pulse, only one section of the delay line
is firing at any point in time. The delay of each section is set
not by a global clock, but by a local time constant; due to
circuit-element imperfections, section delay times have a
spatial standard deviation of about 20%o of the mean.
A correlation-neuron circuit is associated with each delay-

line section; this circuit receives aconnection from the output
of its delay-line section and from the spiral-ganglion-neuron
circuit that drives the delay line. Simultaneous pulses at both
inputs excite the correlation-neuron circuit; if only one input
is active, the circuit generates no output. Each row of
correlation neurons, associated with a spiral-ganglion neu-
ron, forms a place code of periodicity. A spiral-ganglion
neuron fires in a repeating pattern, on average, in response to
a periodic signal in the appropriate frequency range. Corre-
lation neurons that fire maximally receive this repeating
pattern simultaneously on both inputs; the time delay asso-
ciated with this correlation neuron is an integer multiple of
the period of the signal. In engineering terms, each correla-
tion neuron computes the running autocorrelation function of
a filtered version of the sound input for a particular time
delay.

In 1951, Licklider (2) proposed this neural autocorrelation
structure as a periodicity representation that could be imple-

mented plausibly with synaptic delays in neural circuitry.
Although no direct physiological evidence for these autocor-
relation structures has been discovered, Carr and Konishi
(10) have found direct evidence for cross-correlation struc-
tures for auditory localization in the midbrain ofthe barn owl;
these structures use axonal time delays to compute a place
code of interaural time delay.

Fig. 2 shows the utility of neural autocorrelation structures
in the perception of the pitch of a weighted harmonic sum of
sinusoids with frequencies (f, 2f, 3f, 4f, . . . ). Due to the
filtering action of the cochlea, different sinusoids are pre-
dominant in different autocorrelators throughout the chip.
Cochlear processing is idealized in Fig. 2; the figure shows an
analog representation of the signals in the delay lines across
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FIG. 2. Analog representation of the signals in the delay lines
across the chip in response to a harmonic signal. Cochlear processing
is idealized (fully resolved harmonic components, perfect half-wave
rectification, no temporal smoothing). Peaks of activity in the
horizontal direction coincide with peaks inf, shown by vertical lines.
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Pitch Period = 1/(Pitch Frequency)

Frequencies 
of partials 
are integer 
multiples of 
an underlying 
fundamental.

Summed 
waveform 
repeats at pitch 
frequency.
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inner-hair-cell circuit connects to a spiral-ganglion-neuron
circuit. This integrate-to-threshold neuron circuit converts
the analog output ofthe inner-hair-cell model into fixed-width
fixed-height pulses. This structure preserves timing informa-
tion by greatly increasing the probability of pulse events near
the zero crossings ofthe derivative ofthe neuron's input (14).
The portion of the chip explained thus far models the

known structures ofthe auditory periphery. The remainder of
the chip implements proposed neural structures in the brain.
In the chip, each spiral-ganglion-neuron circuit connects to a
discrete delay line; for each input pulse, a fixed-width fixed-
height pulse travels through the delay line, section by section,
at a controllable velocity (11). After the circuit has been
excited with a single pulse, only one section of the delay line
is firing at any point in time. The delay of each section is set
not by a global clock, but by a local time constant; due to
circuit-element imperfections, section delay times have a
spatial standard deviation of about 20%o of the mean.
A correlation-neuron circuit is associated with each delay-

line section; this circuit receives aconnection from the output
of its delay-line section and from the spiral-ganglion-neuron
circuit that drives the delay line. Simultaneous pulses at both
inputs excite the correlation-neuron circuit; if only one input
is active, the circuit generates no output. Each row of
correlation neurons, associated with a spiral-ganglion neu-
ron, forms a place code of periodicity. A spiral-ganglion
neuron fires in a repeating pattern, on average, in response to
a periodic signal in the appropriate frequency range. Corre-
lation neurons that fire maximally receive this repeating
pattern simultaneously on both inputs; the time delay asso-
ciated with this correlation neuron is an integer multiple of
the period of the signal. In engineering terms, each correla-
tion neuron computes the running autocorrelation function of
a filtered version of the sound input for a particular time
delay.

In 1951, Licklider (2) proposed this neural autocorrelation
structure as a periodicity representation that could be imple-

mented plausibly with synaptic delays in neural circuitry.
Although no direct physiological evidence for these autocor-
relation structures has been discovered, Carr and Konishi
(10) have found direct evidence for cross-correlation struc-
tures for auditory localization in the midbrain ofthe barn owl;
these structures use axonal time delays to compute a place
code of interaural time delay.

Fig. 2 shows the utility of neural autocorrelation structures
in the perception of the pitch of a weighted harmonic sum of
sinusoids with frequencies (f, 2f, 3f, 4f, . . . ). Due to the
filtering action of the cochlea, different sinusoids are pre-
dominant in different autocorrelators throughout the chip.
Cochlear processing is idealized in Fig. 2; the figure shows an
analog representation of the signals in the delay lines across
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FIG. 2. Analog representation of the signals in the delay lines
across the chip in response to a harmonic signal. Cochlear processing
is idealized (fully resolved harmonic components, perfect half-wave
rectification, no temporal smoothing). Peaks of activity in the
horizontal direction coincide with peaks inf, shown by vertical lines.
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Thus ... 
repeating 
shape may be 
subtle to 
detect directly.

Sounds 
whose 
partials
are not 
quite 
integer -
related 
still yield 
a sense of 
pitch -

Relative 
phases of 
partials need 
not be aligned 
- any phase 
relation yields 
a strong pitch.
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the chip, assuming that all sinusoids are in phase. The peaks
in all the delay lines coincide with the peaks of the sinusoid
of frequency f. Thus, even if the sinusoid of frequencyfhas
zero weight, the representation still encodes the frequencyf,
the perceived pitch ofthe sum. The outputs of the correlation
neurons reflect this representation; in addition, they are
invariant to the relative phase of the sinusoids.
To complete his model, Licklider (3) proposed a self-

organizing neural network that received connections from the
autocorrelation structures and that learned to associate firing
patterns with the perception of pitch. For our chip, we
designed a simple recognition algorithm suitable for the
perception of a single pitch. First, all correlation-neuron
outputs corresponding to a particular time delay are summed
across frequency channels to produce a single output value.
Correlation-neuron outputs are current pulses; a single wire
running vertically through the chip acts as a dendritic tree to
perform the summation for each time delay.

In this way, a two-dimensional representation of correla-
tion neurons reduces to a single vector; this vector is the map
of perceived pitch. The chip then integrates this vector
temporally, with an adjustable time constant, providing a
stable representation over many cycles of the input signal.
Finally, a global shunting-inhibition circuit (15) processes this
temporally integrated vector; this nonlinear circuit performs
a winner-take-all function, producing a more selective map of
perceived pitch. The chip time multiplexes this output map
on a single wire for display on an oscilloscope.

Chip Responses

To show the capabilities and limitations of the silicon model,
we recorded chip responses to a variety of classical pitch-
perception stimuli. In these experiments, we tuned the basi-
lar-membrane circuit to span about five octaves; lowpass
cutoff frequencies ranged from 300 Hz to 10,000 Hz. The
delay lines were tuned to provide about 3.3 ms of total delay;
with this tuning, the chip perceives pitches above 300 Hz.
Temporal smoothing by the recognition algorithm acted with
a time constant of tens of milliseconds.

Fig. 3A shows maps of a perceived-pitch period generated
by the chip in response to sine, triangle, and square waves at
various frequencies. As desired, chip response is invariant to
the harmonic content of the signal. The chip response shows
the first global peak of the autocorrelation representation; the
spatial variation in the delay-line timing weakens the strength
of subsequent peaks. In Fig. 3B, we recorded the map
position of the neuron with maximum signal energy for
square waves of different frequencies; the graph shows a
linear relationship between the input period of the waveform
and the pitch period predicted by the chip.
The stimuli in Fig. 4 illustrate the classical "missing

fundamental" aspect of pitch perception. Fig. 4A shows a
narrow-pulse waveform, whereas Fig. 4B shows the sum of
this narrow-pulse waveform and a synchronized sinusoid
with appropriate frequency, amplitude, and phase to cancel
exactly the fundamental frequency of the pulse waveform.
Human subjects perceive the pitch of both waveforms to be
identical (16); Fig. 4C shows identical maps from the chip in
response to both waveforms at various frequencies.
As in the biological system, the chip circuits that model the

cochlear periphery are in some aspects nonlinear and resyn-
thesize the fundamental frequency of the signal in Fig. 4B.
We have done several experiments to show that the effect of
distortion products is negligible. Decreasing the intensity of
the stimulus, within the operating range of the chip, does not
alter the response map; at lower intensities, spectral analysis
of cochlear-circuit outputs shows the strength of the funda-
mental component of the signal to be near the circuit's noise
floor. In addition, chip response does not change when a
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FIG. 3. (A) Maps of perceived-pitch period from the chip in
response to sine, triangle, and square waves. Column numbers
denote frequency in Hz. (B) Plot showing map position of the neuron
with maximum signal energy for square waves ofdifferent frequency;
ordinate axis is calibrated from data to indicate pitch period. Dots are
data points; solid line shows best linear fit to the data.

lowpass-filtered white-noise signal, with a cutoff frequency
above the fundamental of the stimulus, is added to the signal
shown in Fig. 4B (17).
A-sum of three sinusoids, with arithmetically related fre-

quencies fc - fi, -fc, and fc + fm, is a revealing pitch-
perception stimulus; an amplitude-modulated sinusoid, with
carrier frequencyfc and modulator frequencyfm, as shown in
Fig. 5A, produces this spectral pattern. If f, is equal to nfm,
where n is an integer, the three sinusoids form an integer-
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FIG. 4. (A) Narrow-pulse sound stimulus. (B) Narrow-pulse
sound stimulus with canceled fundamental frequency. (C) Maps of
perceived-pitch period from the chip in response to stimuli shown in
A and B at various frequencies; chip responds identically. Column
numbers denote frequency in Hz.
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First partial not necessary 
to detect pitch - A and B 
are heard with same pitch.
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the chip, assuming that all sinusoids are in phase. The peaks
in all the delay lines coincide with the peaks of the sinusoid
of frequency f. Thus, even if the sinusoid of frequencyfhas
zero weight, the representation still encodes the frequencyf,
the perceived pitch ofthe sum. The outputs of the correlation
neurons reflect this representation; in addition, they are
invariant to the relative phase of the sinusoids.
To complete his model, Licklider (3) proposed a self-

organizing neural network that received connections from the
autocorrelation structures and that learned to associate firing
patterns with the perception of pitch. For our chip, we
designed a simple recognition algorithm suitable for the
perception of a single pitch. First, all correlation-neuron
outputs corresponding to a particular time delay are summed
across frequency channels to produce a single output value.
Correlation-neuron outputs are current pulses; a single wire
running vertically through the chip acts as a dendritic tree to
perform the summation for each time delay.

In this way, a two-dimensional representation of correla-
tion neurons reduces to a single vector; this vector is the map
of perceived pitch. The chip then integrates this vector
temporally, with an adjustable time constant, providing a
stable representation over many cycles of the input signal.
Finally, a global shunting-inhibition circuit (15) processes this
temporally integrated vector; this nonlinear circuit performs
a winner-take-all function, producing a more selective map of
perceived pitch. The chip time multiplexes this output map
on a single wire for display on an oscilloscope.

Chip Responses

To show the capabilities and limitations of the silicon model,
we recorded chip responses to a variety of classical pitch-
perception stimuli. In these experiments, we tuned the basi-
lar-membrane circuit to span about five octaves; lowpass
cutoff frequencies ranged from 300 Hz to 10,000 Hz. The
delay lines were tuned to provide about 3.3 ms of total delay;
with this tuning, the chip perceives pitches above 300 Hz.
Temporal smoothing by the recognition algorithm acted with
a time constant of tens of milliseconds.

Fig. 3A shows maps of a perceived-pitch period generated
by the chip in response to sine, triangle, and square waves at
various frequencies. As desired, chip response is invariant to
the harmonic content of the signal. The chip response shows
the first global peak of the autocorrelation representation; the
spatial variation in the delay-line timing weakens the strength
of subsequent peaks. In Fig. 3B, we recorded the map
position of the neuron with maximum signal energy for
square waves of different frequencies; the graph shows a
linear relationship between the input period of the waveform
and the pitch period predicted by the chip.
The stimuli in Fig. 4 illustrate the classical "missing

fundamental" aspect of pitch perception. Fig. 4A shows a
narrow-pulse waveform, whereas Fig. 4B shows the sum of
this narrow-pulse waveform and a synchronized sinusoid
with appropriate frequency, amplitude, and phase to cancel
exactly the fundamental frequency of the pulse waveform.
Human subjects perceive the pitch of both waveforms to be
identical (16); Fig. 4C shows identical maps from the chip in
response to both waveforms at various frequencies.
As in the biological system, the chip circuits that model the

cochlear periphery are in some aspects nonlinear and resyn-
thesize the fundamental frequency of the signal in Fig. 4B.
We have done several experiments to show that the effect of
distortion products is negligible. Decreasing the intensity of
the stimulus, within the operating range of the chip, does not
alter the response map; at lower intensities, spectral analysis
of cochlear-circuit outputs shows the strength of the funda-
mental component of the signal to be near the circuit's noise
floor. In addition, chip response does not change when a

350 500 800 1150 1500

ilIL0LL

r.

Time delay

3.0+
co

4-

rC
*a

2.0t

1.0'

A

Sine

Tri.

Squ.

B

1.0 2.0 3.0

Input period, ms

FIG. 3. (A) Maps of perceived-pitch period from the chip in
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with maximum signal energy for square waves ofdifferent frequency;
ordinate axis is calibrated from data to indicate pitch period. Dots are
data points; solid line shows best linear fit to the data.

lowpass-filtered white-noise signal, with a cutoff frequency
above the fundamental of the stimulus, is added to the signal
shown in Fig. 4B (17).
A-sum of three sinusoids, with arithmetically related fre-

quencies fc - fi, -fc, and fc + fm, is a revealing pitch-
perception stimulus; an amplitude-modulated sinusoid, with
carrier frequencyfc and modulator frequencyfm, as shown in
Fig. 5A, produces this spectral pattern. If f, is equal to nfm,
where n is an integer, the three sinusoids form an integer-
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Bells ...

From Sound on Sound, Synth secrets, AUG 02

Lowest 
partials are 
exact integers, 
but higher 
partials are 
quasi-
harmonic 
(4.2, 5.4, 6.8).

We still hear 
the bells as 
having a 
definite pitch.

 Play.
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Return to today’s topic: Pitch shifting

+5 semitones = (12√2) 5 = 1.33483985

1.33483985 f

2.66967971 f

4.00451956 f

5.33935942 f

6.67419927 f
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FIG. 1. Block diagram of the pitch-perception chip. Sound enters the silicon cochlea at the lower left of the figure. Circuits that model inner
hair cells and spiral-ganglion neurons tap the silicon cochlea at 62 equally spaced locations; square boxes marked with a pulse represent these
circuits. Spiral-ganglion-neuron circuits connect to discrete delay lines that span the width of the chip. A small rectangular box, marked with
a dot, represents a delay-line section; there are 170 sections in each delay line. A correlation-neuron circuit, represented by a small circle, is
associated with each delay-line section. A correlation neuron receives connection from its delay-line section and from the spiral-ganglion-neuron
circuit that drives its delay line. Vertical wires, which span the array, sum the response of all correlation neurons that correspond to a specific
time delay. These 170 vertical wires form a temporally smoothed map of perceived pitch. The nonlinear inhibition circuit near the bottom of
the figure increases the selectivity of this map; the time-multiplexing scanner sends this map off the chip.

inner-hair-cell circuit connects to a spiral-ganglion-neuron
circuit. This integrate-to-threshold neuron circuit converts
the analog output ofthe inner-hair-cell model into fixed-width
fixed-height pulses. This structure preserves timing informa-
tion by greatly increasing the probability of pulse events near
the zero crossings ofthe derivative ofthe neuron's input (14).
The portion of the chip explained thus far models the

known structures ofthe auditory periphery. The remainder of
the chip implements proposed neural structures in the brain.
In the chip, each spiral-ganglion-neuron circuit connects to a
discrete delay line; for each input pulse, a fixed-width fixed-
height pulse travels through the delay line, section by section,
at a controllable velocity (11). After the circuit has been
excited with a single pulse, only one section of the delay line
is firing at any point in time. The delay of each section is set
not by a global clock, but by a local time constant; due to
circuit-element imperfections, section delay times have a
spatial standard deviation of about 20%o of the mean.
A correlation-neuron circuit is associated with each delay-

line section; this circuit receives aconnection from the output
of its delay-line section and from the spiral-ganglion-neuron
circuit that drives the delay line. Simultaneous pulses at both
inputs excite the correlation-neuron circuit; if only one input
is active, the circuit generates no output. Each row of
correlation neurons, associated with a spiral-ganglion neu-
ron, forms a place code of periodicity. A spiral-ganglion
neuron fires in a repeating pattern, on average, in response to
a periodic signal in the appropriate frequency range. Corre-
lation neurons that fire maximally receive this repeating
pattern simultaneously on both inputs; the time delay asso-
ciated with this correlation neuron is an integer multiple of
the period of the signal. In engineering terms, each correla-
tion neuron computes the running autocorrelation function of
a filtered version of the sound input for a particular time
delay.

In 1951, Licklider (2) proposed this neural autocorrelation
structure as a periodicity representation that could be imple-

mented plausibly with synaptic delays in neural circuitry.
Although no direct physiological evidence for these autocor-
relation structures has been discovered, Carr and Konishi
(10) have found direct evidence for cross-correlation struc-
tures for auditory localization in the midbrain ofthe barn owl;
these structures use axonal time delays to compute a place
code of interaural time delay.

Fig. 2 shows the utility of neural autocorrelation structures
in the perception of the pitch of a weighted harmonic sum of
sinusoids with frequencies (f, 2f, 3f, 4f, . . . ). Due to the
filtering action of the cochlea, different sinusoids are pre-
dominant in different autocorrelators throughout the chip.
Cochlear processing is idealized in Fig. 2; the figure shows an
analog representation of the signals in the delay lines across
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FIG. 2. Analog representation of the signals in the delay lines
across the chip in response to a harmonic signal. Cochlear processing
is idealized (fully resolved harmonic components, perfect half-wave
rectification, no temporal smoothing). Peaks of activity in the
horizontal direction coincide with peaks inf, shown by vertical lines.
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Possible strategy: resampling
Sample period: 1 / (44100 Hz)

Redefine sample period: 1/(1.33483985 × 44, 100 Hz)

Then, interpolate the sampling rate back to 
44 100 Hz, being careful to avoid aliasing.

Resample at 
new pitch
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Problem #1: Sample is now shorter!

Before:

After:

Note and rest durations should be unchanged.

Solution: Time-stretch “after” waveform (last lecture).

Resample at 
new pitch

Time-stretch 
to old length
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Problem #2: Timbre
Resample at 

new pitch
Time-stretch 
to old length

Resampling
preserves the 
spectral 
magnitude of 
each partial.

Is this what 
we want? 
Depends on the 
instrument.
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Recall: Our pitch shifting definition
Timbre should sound as it does when playing 
transposed parts on the instrument.

For a few instruments, spectral shape scales relative to 
the pitch, and resampling produces the desired timbre.

Marimba

 Play.
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Voice: Formant control orthogonal to pitch
Cavity sizes 
affect  
formants
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Violin Body Resonances
As excited by a bowed bridge.

Simplified fixed filters.
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For fixed formants, resampling a bad match 

Resample at 
new pitch

Time-stretch 
to old length

Resampling
preserves the 
magnitude of 
each partial.

Instead, we 
want formant 
frequencies to 
stay fixed ...
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Desired behavior for these instruments
Spectral peak and valley positions do not 
change ... fixes Chipmunk effect on vocals ...

Still a simplification: Some aspects of timbre scale with pitch and 
others do not. But it is a big improvement ....

 Play.
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Basic idea: Beat-slice pitch periods
To preserve spectral shape, do not change the 

timebase or waveshape of the pitch period slices.

But we need to shift the pitch! 
What transformations are permitted?
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Zero-pad each pitch period ...

Original 
local 
pitch:

Four pitch 
periods 
per unit 

“L”

A

B

C

D

Sum waveforms to recreate signal.

L
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Lower Pitch: Delete C and re-space A/B/D
L

New local 
pitch:
Three 
pitch 

periods 
per unit 

“L”

A

B

D

Apart from “edge artifacts”, spectral shape 
is not changed by this operation ...
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Raise pitch: duplicate C and re-space ...

C

L
A

B

D

C

D

New local 
pitch:
Five

 pitch 
periods 
per unit 

“L”
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Why it works ...
To preserve spectral shape, do not change the 

timebase or waveshape of the pitch period slices.

 Pitch relies on a repeating pattern: 
retiling pitch period waveforms keeps repetition.

Relies on reliable pitch period detection.

Windowed pitch-period pairs reduce artifacts.
References (on website): Lent, Bristow-Johnson.
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Can resampling preserve formants?
Resample at 

new pitch
Time-stretch 
to old length

Flatten 
spectrum

 Yes. 
Begin by 
flattening 

the 
spectrum 
for a short 
waveform 

block.
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Then ...
Resample at 

new pitch
Time-stretch 
to old length

Flatten 
spectrum

Restore 
spectrum

 Restore 
original 
spectral 

envelope.

Spectral 
modification ??? 
Several options 
for algorithms 
(LPC, Fourier, etc).
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Projects Ideas
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Voice Project Idea #1

Glossolalia Vocals
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Recall: Speech Singing Synthesis

Beauty is easier than intelligibility: foreign 
language singing sounds more pleasant 
than an understood language.

Using it with a real-time controller has big 
obstacles: language-oriented algorithms 
require lookahead to work well.
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Glossolalia Singing Synthesis ...

Play
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A good match to concatenation ...

We can design the language with phonemic 
transitions that sound good.

There are no native listeners, so no one will 
hear marginal transitions as synthetic.

If we let lyrics be generated algorithmically, 
playing the voice from a MIDI controller 
becomes possible.
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Two ways artists approach glossolalia
Scientifically. (example: Elizabeth Frazier,
of the Cocteau Twins).  A linguist, she 
designs syntax and semantics for a novel 
language, then writes lyrics in it.
Project idea: computer tools to help the design 
process, perhaps with the goal of making 
concatenative singing synthesis sound good.
in the language (Adrian Freed’s idea).

Improvisationally. (example: Lisa Gerrard,
of Dead Can Dance).
Project idea: Sample her a cappella Glossolalia 
singing, and use it in a concatenative system.
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Phrase-Based Synthesis

Recall: Construct database of complete 
musical phrases that are browsed via GUI
(example: Liquid Saxophone).

Main Problem: Choosing lyrics 
that would be useful ....
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Children’s choir: $375. Sold out first run quickly.

Sampled Latin

 • Agnus Dei
 • Benedictus
 • Dies Irae
 • Veritas Domini
 • Morte Aeterna
 • Peccata Mundi
 • Requiem Aeternam

Play
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Rudimentary phrase concatenation ...
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Voice Project Idea #2
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Phrase approach tricky for pop music ...

The Voice Vol. 1 features 300 verbal vocal phrases 
between 2 and 8 bars focused mainly on pop, 
dance and RnB productions. All vocal phrases can 
be combined with each other. 

The verbal phrases include: "listen 2 the groove", 
"keep me movin on", "liftin me higher", "party 
everybody", "ready 4 my luv", "u make me wanna 
dance", "universal love", "feel so high", "sexy 
dancer", "when will u stop playing" and many more.
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There has to be a better way ...

The verbal phrases include: "listen 2 the groove", 
"keep me movin on", "liftin me higher", "party 
everybody", "ready 4 my luv", "u make me wanna 
dance", "universal love", "feel so high", "sexy 
dancer", "when will u stop playing" and many more.

Project idea: Come up with a principled idea for 
creating a useful phrase library (words and 
melody + signal processing) that is data driven 
from lyric and MIDI databases on the web.


